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Abstract—An ever wider variety of applications employ Single Photon Avalanche Diodes (SPADs) for the detection of faint optical signals. SPADs are p-n junction biased above the breakdown voltage and operate in Geiger-mode: each electron-hole pair can trigger an avalanche multiplication process that causes the current to swiftly rise to its final value. Additional quenching electronics is necessary for a SPAD proper working. The additional electronics characteristics directly affect the system’s obtainable performances. Different quenching circuits affect the detector performances in different ways. In the last 15 years there has been considerable development in the integration of the quenching circuitry directly with the detector, thus leading to improved performances. This paper reviews the state of the art of this evolution, examining and comparing different classes of quenching circuits and explaining their mode of operations, their advantages and disadvantages.

Index Terms—Avalanche photodiodes, quenching circuits, single-photon avalanche diode (SPAD).

I. INTRODUCTION

ANY applications nowadays employ, for the detection of very faint optical signals, avalanche photodiodes instead of photomultipliers, due to the advantages of solid state detectors (miniature size, lower voltage operation, higher quantum efficiency, insensitivity to magnetic fields). The traditional Avalanche PhotoDiode (APD) is biased at a voltage near, but below, breakdown, and takes advantage of the avalanche multiplication process to obtain a measurable current signal by amplifying the photogenerated current. However, the statistical fluctuations in the multiplication process are amplified as well, thus limiting the maximum achievable gain. Another kind of avalanche detector is obtaining an ever more widespread diffusion: the Single Photon Avalanche Diode (SPAD). SPADs differ from APDs in being biased above breakdown, so exploiting the avalanche multiplication process in a different way: when an electron-hole pair is generated (either thermally or by photon absorption) the carriers are accelerated by the high electric field until they impact ionize, thus generating additional carrier pairs; these pairs are in turn accelerated until ionization. A positive feedback loop is established, causing the current to swiftly rise to its final value, limited only by the excess bias above breakdown voltage and the series resistance due to space charge effects. Therefore, SPADs do not linearly amplify the current like APDs, but operate in the so-called Geiger Mode: an avalanche current reaches a standard final value whether it has been triggered by only one or many carrier pairs.

However, Geiger mode operation means that, once triggered, the avalanche final current keeps on flowing, thus rendering the device useless for subsequent detections. The avalanche process must therefore be stopped and later the device must be brought back into its original quiescent state: that is the duty of the quenching circuits.

The interruption of the avalanche multiplication process is called “quenching.” The time elapsed from onset until the avalanche is quenched is called “quenching time.” The later procedure is called “reset,” and the “reset time” is the time taken to bring the device back to its original state.

Quenching circuits’ features directly affect the performances obtainable by the device. For example, a slow quenching circuit will limit the maximum counting rate, or it may impair the timing response. It is therefore important to choose the quenching circuit most suitable to the desired application. In the last 15 years, quenching circuits have been further developed to improve the total system performances.

In this article we will examine different classes of quenching circuits, for each explaining the mode of operation and detailing their advantages and disadvantages, focussing on performance improvement due to direct integration with the detector.

II. PASSIVE QUENCHING CIRCUITS

As stated in the previous section, once an avalanche has been triggered, the avalanche current must be quenched. This can be achieved by lowering the SPAD’s bias voltage below breakdown, preventing the multiplication process from taking place. The simplest way to accomplish this is by using a Passive Quenching Circuit (PQC), that consists of an high-value ballast resistor $R_B$ connected in series to the diode (see Fig. 1).

In quiescent conditions, the SPAD is biased to the desired voltage through the ballast resistor. When an avalanche is triggered, the current swiftly rises to its peak value, given by the excess bias voltage $V_{EX}$ divided by the SPAD’s series resistance $R_S$. This current discharges the parasitic capacitance $C_P$ at the
SPAD cathode, so the excess voltage decreases exponentially towards zero with a time constant given by

$$\tau = C_P(R_S|R_B).$$

(1)

The overall bias voltage, however, never descends below the breakdown voltage, so the avalanche is not, in fact, quenched, and current continues to flow through the device. The current final value is approximately the excess bias voltage divided by the ballast resistance:

$$I_F \approx \frac{V_{EX}}{R_B}.$$  

(2)

If this final value is high enough, the avalanche is self-sustaining, since enough carriers are present at any one time in the space charge region. On the other hand, if $I_F$ is small enough, there will be an high probability that, after a random time, all the carriers have left the space charge region, so avalanche multiplication can no longer take place and the avalanche will self-quench. The boundary between “high enough” and “low enough” is not sharply defined, although a value of about 100 $\mu$A has often been used. This imposes a minimum value on the ballast resistor, that must be large enough to yield a low current. The avalanche process is statistical, however, so the quenching time is statistical as well.

In order to give a first order estimation, useful for comparisons among different circuits, the quenching time can be considered to be the instant the exponentially-decaying current crosses the “quenching threshold” (the 100 $\mu$A mentioned earlier). Thus, the quenching time can be calculated as

$$t_Q = \tau \ln \left( \frac{I_0 - I_F}{I_S - I_F} \right)$$

(3)

where $I_0 = V_{EX}/R_S$ is the peak initial value of the avalanche current, and $I_S$ the quenching threshold.

For traditional circuits, with SPADs connected to an external ballast resistor, the parasitic capacitance $C_P$ is large, even 10 pF as reported in [1] and [2]. With such a large capacitance, the quenching time constant and the total passive quenching time are large as well. Using $R_B = 100$ k$\Omega$, $V_{EX} = 5$ V and $R_S = 5$ k$\Omega$, the quenching time amounts to 147 ns. On the other hand, for more recent circuits with SPADs directly integrated with a PQC, $C_P$ is much smaller, even less than 1 pF. Fig. 2 shows the cathode voltage and diode current waveforms for a SPAD with $C_P = 1$ pF and the other parameters as above. As can be seen in the figure, the diode current starts from its peak value $I_0 = 1$ mA and then decreases exponentially towards $I_F = 50\mu$A; meanwhile the cathode voltage also decreases exponentially. When the avalanche is quenched the current becomes zero, and the voltage slowly returns to its previous value. The passive quenching time in this case is about 14.7 ns, much smaller than the external case. Thanks to integration, the parasitic capacitance $C_P$ can be even smaller, even down to 70 fF as reported in [3] for a 7 $\mu$m—diameter SPAD. The smallest achievable parasitic capacitance is given by the intrinsic junction capacitance of the detector itself: assuming a 1 $\mu$m—thick depleted region, for a reasonably sized 50 $\mu$m-diameter SPAD, the junction capacitance is in the order of 200 fF. For this figure, keep in mind that the capacitance is proportional to the square of the diameter.

As will be explained in more detail later in this section, an important parameter for quenching circuits is the overall avalanche charge. The avalanche charge is given by the integral of the current flowing through the device from avalanche onset until quenching, and depends on the parasitic capacitance, the excess bias voltage and the quenching time. For a given excess bias voltage, the avalanche charge can be reduced in two ways: by decreasing the time taken to quench the avalanche, or by reducing the parasitic capacitance. A decrease in quenching time can be obtained by increasing the value of the ballast resistor: the current continues to decrease exponentially with almost the same time constant, but if the final value is smaller, the threshold $I_S$ will be crossed earlier.

An example of different quenching times with different ballast resistors for a detector directly integrated with the quenching circuit is shown in Fig. 3; when $R_B = 100$ k$\Omega$ we
Another drawback of PQCs is the long reset time. Once the avalanche charge will be small, the overall avalanche charge can be calculated as:

$$Q = V_{EX}C_P \left[ 1 + \frac{I_F \ln \left( \frac{I_F}{I_0} \right)}{I_0} \right] = V_{EX}C_P \alpha$$  \hspace{1cm} (4)$$

where $V_{EX}C_P$ is the theoretical avalanche charge with infinite ballast resistance, and $\alpha$ is a factor depending on $I_F$, once the diode and the excess bias voltage are chosen. For an external PQC, with the values given above, the total charge amounts to 52.4 pC. Compare this value to that obtained using an integrated PQC: the overall avalanche charge is about 5.24 pC.

The dependency of $\alpha$ on $I_F$ is shown in Fig. 4. As can be seen, for small values of $I_F$, the avalanche charge will be small, since the avalanche will be quenched early on. However, if the final current is large, close to $I_S$, the avalanche charge will be larger than the theoretical value.

Furthermore, the avalanche charge is directly proportional to the parasitic capacitance, so every capacitance reduction leads to a charge reduction; this makes the advantages clear in integrating a PQC directly with the detector. Integration has the additional advantage of allowing easy fabrication of detector arrays with passive quenching, for example that reported in [3], since the resistor takes up a small silicon area compared to the detector itself. Moreover, SPADs fabricated in planar technology are not symmetrical: one terminal presents higher parasitic capacitance than the other, due to how the detector has been designed. It is therefore convenient to connect the ballast resistor to the less capacitive of the two terminals. Both options have been reported in literature, for example in [4], [5] the ballast resistor is connected to the diode’s anode, whereas in [6], [7] the resistor is connected to the cathode.

But why is the avalanche charge such an important parameter? The energy dissipated in the detector is proportional to the breakdown voltage and the avalanche charge; therefore, the charge must be limited to prevent excessive power dissipation, especially in devices with large breakdown voltage. Moreover, it has been recently demonstrated in [8] that the main crosstalk component in SPAD arrays is optical crosstalk: carriers crossing the junction in an avalanche can emit secondary photons that can, in turn, be absorbed by nearby detectors in an array. Minimizing the avalanche charge also minimizes the number of emitted photons, and therefore reduces optical crosstalk. More important still, as the avalanche current flows through the device some of the charge carriers can be captured by trapping centers in the space charge region and released after a random period of time. These carriers can trigger a new avalanche, which in turn can lead to further carrier trapping, and so on; this effect is called afterpulsing. Afterpulsing introduces correlation between consecutive avalanches, and limits the maximum repetition rate. Afterpulsing intensity depends on the type and number of trapping centers present in the device, and also on the amount of charge that flows through the junction during an avalanche. So, reducing the avalanche charge also reduces the afterpulsing probability. The direct integration of a PQC with the detector, therefore, reduces afterpulsing as well.

Another way to reduce afterpulsing intensity is to keep the detector biased below breakdown for a period of time after avalanche quenching. This period is called hold-off time. During hold-off the trapped carriers can be emitted without triggering additional avalanches. Only after the hold-off time is expired the bias voltage is allowed to return to its quiescent value. Unfortunately, the simple passive quenching circuit examined so far is not capable of providing this functionality; however it can be easily modified by additional circuitry, as in [9]. Hold-off time should be adjusted to be long enough to allow trapped carriers to be emitted, but not too long in order not to excessively limit the repetition rate, so a trade-off must be reached.

Another drawback of PQCs is the long reset time. Once the avalanche have been quenched, in fact, the bias voltage slowly returns to its quiescent value with a time constant given by the parasitic capacitance $C_P$ times the ballast resistor $R_B$. The reset
time constant can easily be more than two order of magnitude greater than the quench one. For example, for an external PQC the voltage reset time constant, using the values seen so far, would be $\tau_R = C_p R_B = 1 \mu$s, so the voltage reset would take about $5 \tau_R$, in this case about $5 \mu$s. For PQC's integrated with the detector, however, these times are much smaller: with reference to Fig. 2, $\tau_R \approx 100$ ns, and the reset transition lasts about 500 ns. The long exponential reset transition can be seen in Figs. 2 and 5. With reference to [3], $C_p = 70 \text{ fF}$ and $R_B = 270 \text{ k}\Omega$, so the reset time constant is lowered to 18.9 ns. For all the duration of the reset transition, the SPAD bias voltage is above breakdown, so an avalanche can be triggered at any time, but in conditions other than desired. Fig. 5 shows the cathode voltage and diode current waveforms for multiple photon absorption during reset: the current pulses present a smaller amplitude, and are therefore harder to detect. A fast reset is also important because, for avalanches triggered during reset, the diode’s performances (in terms of detection efficiency, timing response, etc...) are not only worse than expected, but also variable with time, since the effective bias voltage varies during the whole reset transition. The excess bias voltage is initially so small that the avalanche triggering probability is almost negligible, but it slowly increases to the desired value. When the counting rate becomes greater than the inverse of the reset time, almost all avalanches are triggered during reset, so the bias voltage will not be restored to its quiescent value. At still higher counting rates, a new avalanche is triggered almost immediately after quench, so the bias voltage barely rises above breakdown.

The slow voltage reset causes another effect: for avalanches triggered early during the reset transition, the output pulse may be too small to be detected. The minimum delay that must elapse between two consecutive avalanches in order for both to be detected is called dead time, and in this case may be quite long. Since avalanche triggering is random, the presence of a dead time leads to count losses. There exists methods to correct the count losses [10], [11], but they cannot be applied to PQC’s since dead time is not fixed: it depends on the random quenching time and is extended for a further random duration by every undetected avalanche. This poses a limitation on the maximum counting rate, that must be small compared to the inverse of the full reset time. For an external PQC, since the reset transition is longer, the maximum counting rate is limited to about 10 kcps, as reported in [12]; this figure has been calculated in a way that ensures that the probability of an avalanche being triggered during reset is lower than 1%. Under the same assumptions, for quenching circuits integrated with the detector the counting rate can be higher than 100 kcps. In fact, [13] reports a total dead time of 32 ns and a maximum counting rate of 20 MHz; however, in this case most of the avalanches are triggered during reset, since the reset time constant is reported to be about 30 ns. Using the same calculation criterions as in [12], the limit would be about 133 kcps. Obviously, if the 1% criterion discussed above is discarded, higher counting rates are possible, but always with the order-of—magnitude advantage for integrated PQC’s over external ones.

Another way to shorten the reset transition is by adding an active reset circuitry, as in [14] (see Fig. 6). Here the reset transition is fast, in the range of ten nanoseconds. Moreover, the reset command can be delayed to introduce a hold-off time. During hold-off, however, the diode undergoes passive reset, so the hold-off duration is limited: the bias voltage cannot be allowed to rise too much before starting the active reset to prevent avalanche retriggering, so hold-off time is limited to a fraction of the passive reset time constant.

In summary, passive quenching circuits have the drawbacks of presenting a not well defined quenching time, a very slow bias reset (that implies a limited counting rate and the possibility of avalanche triggering during reset) and the impossibility of limiting afterpulsing intensity without resorting to modifications that no longer allow the circuit to be classified as purely passive. The advantages are simplicity, low cost and small area occupation if integrated directly with the detector, allowing the fabrication of large arrays with small loss in fill factor.

Passive quenching circuits are used when small area occupation is required (for example in [15], [16] and [4]) and for characterization purposes (for example in [5], [17], [18] and [19]), and are even commercially available in conjunction with
SiPMs (Silicon PhotoMultipliers) [20]. The concept of passive quenching circuits has even been used in [21] in studies on avalanche BJTs.

III. ACTIVE QUENCHING CIRCUITS

To overcome the drawbacks of passive quenching circuits (mainly slow voltage reset and not well defined dead time) a different kind of quenching circuits has been introduced [22]: Active Quenching Circuits (AQCs). They were first reported as discrete components circuits in [23], and have even been commercially available as NIM modules [24].

Their operation consists in detecting the avalanche and react back on the device by controlling its bias voltage. The avalanche is sensed through a low impedance, and both quenching and reset are carried out using active components (pulse generators or fast active switches) after which these circuits are named. A basic diagram using a pulse generator as the active circuitry is represented in Fig. 7. Unlike passive quenching circuits, in AQCs the bias voltage is actually lowered below breakdown when quenching an avalanche, so the quenching time is not affected by fluctuations due to the statistical process of avalanche multiplication. After avalanche quenching, the bias voltage is kept below breakdown for a predetermined period (the hold-off time) and then brought back to its quiescent value.

The quenching transition is faster than in PQCs, but the actual quenching time might not be so small. In fact, before an avalanche is quenched, the AQC has to detect the avalanche and intervene. The time taken to do this depends on various factors, such as AQC sensitivity, length of the connection between SPAD and AQC, peak value of the avalanche current (in turn depending on excess bias voltage), and so on. During the wait for the active quenching to take place, the avalanche current keeps on flowing at its peak value, and if the quenching time is too long the total avalanche charge will be high, leading to high power dissipation and high probability of afterpulsing due to trapped charges. The total avalanche charge is given by the peak avalanche current \( I_0 \) times the quenching time \( T \):

\[
Q = I_0 T = \frac{V_{EX}}{R_S} T
\]

so if the quenching time is larger than the passive decay time constant the total charge will be greater than that of PQCs; this happens for

\[
T > C_p R_S \left[ 1 + \frac{I_F \ln \left( \frac{I_0}{I_S} \right)}{I_0} - I_S \right] \simeq T_\alpha
\]

Fig. 8 shows the cathode voltage and diode current waveforms for a SPAD connected to an AQC. The quenching time \( T \) is about 13.5 ns, shorter than the passive quenching time. The avalanche charge is about 13.5 pC, larger than that of PQC. As can be seen, the total avalanche charge does not depend on the parasitic capacitance \( C_p \) but only on the intervention delay. Integration of an AQC with the detector would reduce the total charge anyway, since the shorter connection would entail a shorter propagation delay.

Voltage reset is much faster than in PQCs (from a few nanoseconds to tens of nanoseconds, depending on excess bias voltage and parasitic capacitance), thereby considerably reducing the probability of avalanches occurring during reset. However, active reset is carried out by means of a low impedance device, so avalanches triggered during reset are not sensed until the reset has ended. For avalanches triggered during reset, therefore, the quenching time will be even longer, further increasing the avalanche charge. Given the reset time in the order of ten nanoseconds, the probability of avalanches during reset would be quite small even for count rates up to 1 MHz, so this would not be an issue. In such a case, the probability would be 1%, and the count rates are usually lower than 1 MHz. However, also afterpulsing must be taken into account. Avalanches due to afterpulsing can be triggered as soon as the bias is risen above breakdown. Afterpulsing probability is usually larger than that given above.

The reset duration must then be carefully chosen, so as to be the shortest possible to guarantee full voltage reset. Again, direct integration would reduce the parasitic capacitance, so it would shorten the voltage reset.
Hold-off time is stable and well defined, since it can be determined by a well-regulated monostable multivibrator. This is important because now dead time correction can be applied to account for photons absorbed during hold-off, when an avalanche cannot be triggered. When the counting rate is low, the difference is negligible. It becomes important, however, for counting rates comparable to the inverse of the dead time. The photon arrival rate can be estimated by [10]:

\[
n_p = \frac{n_c}{1 - n_c T_D}
\]

where \(n_p\) is the photon arrival rate, \(n_c\) is the measured counting rate and \(T_D\) is the dead time. As can be seen, the estimated rate depends on the dead time \(T_D\), not only on hold-off time. Therefore it is the dead time that must be known to apply the correction, and the total dead time is given by the sum of quenching delay, hold-off time and voltage reset time. Even a small variation in the total dead time can lead to an inaccurate estimation of photon arrival rate, especially at high counting rates approaching the inverse of the dead time itself. Moreover, uncertainties in the dead time propagate to uncertainties in the photon arrival rate [25]. The relative variance of the estimated photon arrival rate as a function of the relative variance of dead time can be calculated as:

\[
\frac{\sigma_{n_p}^2}{n_p^2} = \frac{1}{T_m n_c} + \frac{(T_D n_c)^2}{(1 - T_D n_c)^2} \frac{\sigma_{T_D}^2}{T_D^2}
\]

where \(T_m\) is the measure time. A plot of the function is reported in Fig. 9.

As we have seen, avalanches triggered during voltage reset are quenched with a longer delay, leading to a variation of the dead time and a less accurate estimation of the photon arrival rate. This is a further reason to minimize the reset time, in order to minimize the probability of avalanches triggered during reset. Furthermore, the dead time variation imposes a limit on the maximum applicable dead time correction.

Recapitulating, active quenching circuits offer over PQCs the advantages of faster reset transitions and a well defined and possibly adjustable hold-off time. At the same time they present disadvantages: the avalanche charge (and the afterpulsing probability) depends on the delay of quenching intervention, the circuit is more complex and occupies a larger area. Direct integration of the quenching circuit with the detector would be advantageous, since it would lead to reduced parasitic capacitance, reduced quenching time (since the connection between AQC and SPAD would be very short), reduced avalanche charge, reduced afterpulsing and reduced reset duration. However, the large area of an AQC would reduce the fill factor of detector arrays. To date, no fully integrated purely active quenching circuits has ever been reported, so a full integration with the detector has never been investigated. Purely active AQCs are rarely used at present, except in rare cases [26], [27]. Instead, mixed active-passive quenching circuits are generally preferred.

### IV. MIXED ACTIVE-PASSIVE QUENCHING CIRCUITS

Mixed active-passive quenching combine the advantages of purely passive and purely active quenching circuits to overcome their respective limitations. The most employed kind of mixed circuits is mixed active-passive quenching with active reset; they were first introduced as discrete components circuits (for example in [28] and [29]) that are still reported at present, see [30]. Also to this class belongs the first ever reported fully integrated non-passive quenching circuit [31]. This class of quenching circuit also benefits from direct integration with the detector thanks to the smaller parasitic capacitance; examples are reported in [32]–[34] and [35].

In this kind of quenching circuits, the SPAD is connected both to a high impedance (usually a large ballast resistor) and to the active quenching and reset circuitry. A basic diagram using switches as the active circuitry is represented in Fig. 10.

When an avalanche is triggered, the avalanche current flows through the ballast resistor, so the avalanche is initially...
quenched like in PQC. However, the active circuitry soon senses the avalanche and starts the active quenching action. After that, the circuit behaves like an AQC, keeping the SPAD quenched for the hold-off time and then actively restoring the bias voltage. Cathode voltage and diode current waveforms are shown in Fig. 11.

As in PQC, direct integration of the quenching circuit with the sensor leads to a much reduced parasitic capacitance and therefore to a much smaller avalanche charge, and to a reduced intervention delay; also the voltage reset is faster. However, the integration of both detector and quenching circuit is limited by the area occupation. A typical quenching circuit can measure up to a few mm², so integration is feasible for single SPADs or small arrays, but not for large arrays.

Compared to PQC, these quenching circuits offer the advantages of a fast reset and well-defined dead time, exactly like AQC. Moreover, the total avalanche charge is at most equal to that of PQC. If the delay of active quenching intervention is too long, the avalanche is passively quenched, so the overall charge equals that of passive quenching circuits; if, however, the delay is shorter, the charge is further limited below this value. The total charge is the integral of the avalanche current from onset until quenching. The quenching time is the minimum between passive quenching threshold crossing (as defined in Section II) and active quenching intervention delay. For the case of shorter active quenching delay $T$, i.e., for

$$T < \tau \ln \left( \frac{I_0 - I_F}{I_S - I_F} \right)$$  \hspace{1cm} (9)$$

where $I_0$, $I_F$, $I_S$ and $\tau$ are the same as defined in Section II, the avalanche charge can be calculated as:

$$Q = I_F T + (I_0 - I_F) \tau \left( 1 - e^{-T/\tau} \right).$$  \hspace{1cm} (10)$$

With reference to Fig. 11, we have $T = 13.5$ ns (equal to that of the AQC) and $Q = 5.1$ pC, less than both AQC and PQC. A comparison of the avalanche charges for the different quenching circuits is shown in Fig. 12. The vertical dashed line indicates the actual active quenching intervention delay (13.5 ns). The top graph shows the comparison for external quenching circuits. In this case, the active quenching time is so much smaller than the passive time constant that there is little difference between the avalanche charges for active and mixed quenching circuits; the mixed quenching circuit is slightly better, however. The charge for the PQC is much larger. The bottom graph shows the comparison for the most recent quenching circuits directly integrated with the detector. As can be seen, for such a small parasitic capacitance, the total avalanche charge for a mixed active-passive quenching circuit is only slightly smaller than that of a PQC, while that of an AQC is much larger.

The main disadvantage of a mixed quenching circuit, compared to a PQC, is the much larger area occupation, that would limit their usage in large and closely packed arrays; however, arrays with small area, simplified mixed active-passive quenching circuits have already been reported, such as [36]. A mixed quenching circuit is still convenient, even with such small parasitic capacitances, because it operates with a fixed and well-regulated dead time and provides an easy way to implement gated operation, that will be described in a later section.

Compared to AQC, on the other hand, the main advantage is the limitation of the avalanche charge: active quenching delay and peak avalanche current being equal, the avalanche charge in mixed quenching circuits is always smaller than that of AQC, as can be seen in Fig. 12. There is a drawback, however: in mixed circuits, as well as in purely active circuits, the voltage reset is carried out through a low impedance, so avalanches triggered during reset are not immediately passively quenched, the passive quenching begins after the reset transition has ended. Worst case scenario is that the avalanche is triggered as soon as the bias voltage is brought back over breakdown,
so the peak avalanche current flows through the device for a large fraction of the reset duration. The avalanche charge for these avalanches can easily be more than double that of "conventional" avalanches. It is therefore of the utmost importance to limit the reset to short durations, so as to minimize both the charge of avalanches triggered during reset and the probability of these avalanche being triggered in the first place. Again, direct integration of the quenching circuit with the detector would greatly help in decreasing the reset duration. With regard to dead time correction, mixed active-passive quenching circuits present the same caveats as purely active circuits, namely variations of the dead time due to avalanches triggered during reset.

Other combinations of passive and active operation are possible as well: a simple example, already mentioned in Section II [14], is passive quenching with active reset. Here the quenching is always passive, so the avalanche charge is that of PQCs; the reset is active, with all the advantages and disadvantages already examined. Moreover, hold-off time is limited to a fraction of the passive reset time constant. This circuit has been further developed as reported in [37]. Another recent example is [38], where the avalanche is quenched thanks to the large 'off' resistance of MOS transistors, while the bias voltage is reset through a different MOS transistor. A similar technique is used in [39].

Another possibility is that of active quenching and passive reset (used, for example, in [9], [40]), although this class of circuits would present all the disadvantages of AQCs (quenching delay may be too long) and PQCs (reset transition too slow). Here, however, the ballast resistor is not meant to quench the avalanche, so it can have a smaller value. This way, the reset time constant would be smaller, and the reset transition faster, than that of PQCs; for example [30] reports reset times of a few nanoseconds. The main advantage in doing this is the lack of overshoots and ringing at the end of the reset transition. Another way to reduce overshoots at the end of the voltage reset is to substitute the ballast resistor with an active load as reported in [41]. In this circuit, the active load is essentially a current mirror, where the output current and the output impedance are chosen to guarantee that passive quenching takes place. At the reset end, however, the output transistor is biased in the ohmic region, thus presenting a low impedance path to the power supply, and this ensures that overshoots and ringing are dampered.

A different approach is demonstrated in [42]. Here the topology is the same as that of mixed active-passive quenching circuits, but instead of the ballast resistor there is an MOS transistor for easier integration. The SPAD’s anode terminal is connected to an inverter acting as a voltage comparator, and two more transistor constitute the quench and reset circuitry. However, the gate bias voltage of the ballast MOS can be varied, in order to lower its output resistance and transform the circuit into a purely active quenching circuit. This way, the same circuit could be used in two different ways, thus allowing to compare the performances of the two approaches, purely active versus mixed active-passive. The authors, however, do not offer any figure on this comparison, since that was not the purpose of their paper.

In summary, mixed active-passive quenching circuits improve on the operation of both purely passive and purely active quenching circuits, and are widely employed in literature, both integrated with the detector [35], [36] and as separate ICs [41], [43], [44]. As separate ICs, mixed quenching circuits are used in commercially available photon detection modules [45], [46].

V. DIFFERENT QUENCHING CIRCUITS

Other than traditional purely passive, purely active and mixed active-passive quenching circuits, other circuit topologies have been reported in literature. All this circuits are intended to be integrated with the detector in order to take advantage of the smaller parasitic capacitance and the smaller propagation delay.

A first examples is reported in [47], where a bidimensional detector array is proposed. A basic diagram is shown in Fig. 13. The authors chose to avoid active quenching circuits in order to obtain a densely packed array (since typical AQCs take up a large silicon area compared to the detector), and passive quenching circuits as well to allow high count rates. Instead they opted for a novel quenching mechanism, although still based on passive quenching and gating, that they call DigitalAPD. The authors take advantage of the parasitic capacitance of the detectors to operate the devices in a manner similar to a dynamic RAM. The parasitic capacitance is charged to the full bias voltage above breakdown and left floating for the whole gate-on period, and after that the capacitance is again discharged. If an avalanche is triggered during the gate-on period, the avalanche current discharges the parasitic capacitance, so the total avalanche charge is limited by that stored in the capacitance. This behavior is indeed that of a passive quenching circuit with a very large ballast resistor, in this case the switches’ "off" resistance. At the end of the gate-on period, the bias voltage is brought back to below breakdown, thereby discharging the capacitance and quenching any still-active avalanche. This concept has the advantage of a very small area occupation, since the only other elements besides the detectors are switches, and thus it can easily be used in large arrays with good fill factor. However, the circuit suffers from several drawbacks such as limited gate-on times and charge sharing issues similar to those present in DRAMs, since the detector capacitance is small and at readout the stored charge can be disrupted by charge sharing; this must be kept in mind when designing arrays since it poses a size limitation. Further developments on this concept have not been reported since.

In [48], the authors present a thyristor-based dynamic quenching circuit (see Fig. 14). Here, in quiescent state, the circuit takes advantage of the different sizing of the transistors ($M_2$ bigger than $M_1$, and $M_3$ bigger than $M_4$) and, consequently, their different leakage currents to properly keep the...
SPAD cathode biased to the positive power supply $V_{DD}$. When an avalanche is triggered, the high impedance at the cathode node starts a passive quenching action, but immediately $M_1$ and $M_4$ are turned on to bring the cathode voltage to $V_{SS}$. After a propagation delay, given by the inverters and the two MOS transistors used as capacitors, the two remaining transistors turn on as well, overpowering $M_1$ and $M_4$ and resetting the cathode voltage. As stated in [48], the circuit can easily be modified to provide an adjustable hold-off time. The circuit presents a small area occupation, 130 $\mu$m$^2$ as stated by the authors, and is intended for integration of large arrays. Very fast operation is reported: the shortest cited quench duration is 2 ns, and the power dissipation is 60 $\mu$W at 25 MHz firing range. However, all reported results are based on simulations only.

In [49], the authors propose a current-mode quenching circuit (see Fig. 15). In this circuit, the avalanche current is sensed through a current mirror and used to increase the resistance of, and eventually turn off, a transistor connected in series to the SPAD. This way, the current flow is interrupted, and the avalanche quenched in a manner similar to the previous circuit. The ballast resistance, however, increases during the quenching action instead of always being very large, and this implies a slower avalanche quenching. Since current-mode circuits are usually faster than their voltage-mode counterparts, the proposed circuit should provide faster quench and reset times. Moreover, the circuit uses only a few transistor, and thus occupies a small silicon area. It would easily be possible to integrate the circuit together with the detector. However, the authors provide only simulation results, and measurements obtained with the use of discrete devices, despite having presented the same topology for several years now without ever producing a fully integrated circuit.

A similar concept is proposed in [50] (Fig. 16). Here, too, the quenching element is a transistor with variable channel resistance, but the avalanche is sensed by a voltage comparator. The operating condition of the load transistor is adjusted over time: it is kept in the linear region in quiescence (to correctly bias the SPAD), enters the saturation region in the initial phase of the avalanche (thus limiting the avalanche current), is then turned off to present an high impedance for avalanche quenching (and kept off for the whole hold-off period), and finally turned on again to reset the detector bias to quiescent conditions. Like all the quenching circuits directly integrated together with the sensor, this design has the advantage of minimizing the parasitic capacitance on the detector terminals, and hence the avalanche charge. Although the occupied area is not as small as that of [47], large arrays can still be fabricated with good fill factor. Moreover, each cell contains the whole quenching circuit with a digital output and each detector is handled independently, so there are no charge sharing issues that limit the array size. A $32 \times 32$ array based on this concept has already been reported [51].

VI. GATED OPERATION

All the quenching circuits examined until now operate in the so-called free-running mode of operation. In this mode, the detector is always biased above breakdown at a fixed voltage. This way, the SPAD is always ready to detect photons. There exist situations, however, where this mode of operation is not the most suitable. For example in laser ranging [52], OTDR (Optical Time-Domain Reflectometry) [53], laser induced fluorescence [54] and QKD (Quantum Key Distribution) [55], the signal to be detected originates from a single laser pulse. In this case, the signal is present only in a well defined interval after the laser pulse, so it can be convenient to enable the detector only in this time interval. Moreover, in the case of laser induced fluorescence, the laser pulse can be so intense as to completely drown out the signal. Again, the detector can be kept inactive in the presence of the laser pulse, and reactivated immediately afterwards. This mode of operation is called gated mode, and consists in keeping the bias voltage below breakdown, and increasing it at the desired level for a well defined period of time coincident with the expected signal arrival. In most applications the gate-on time is usually kept short (even down to less than a nanosecond, as in QKD [56]), but some applications, such as digital lock-in techniques [57] or non-invasive optical testing of VLSI circuits [58], require much longer gate-on times.
When the gate-on time is short, any avalanche will be quenched when the bias voltage is lowered at gate termination. In this case it is not necessary to employ quenching circuits. In fact, if an active quenching circuit was used, the reaction time could even be longer than the total gate time. On the other hand, a PQC’s large ballast resistor could prevent fast transitions at the beginning and end of the gating period (see, for example, [59]). Obviously, if there is no mechanism to quench an avalanche and restore the device bias, only a single photon can be detected for each gate period, but that is the purpose of having a short gate-on time in the first place. If the gate-on time is longer, avalanche quenching by gate termination may not guarantee that the overall avalanche charge be kept small, and it would therefore be necessary to add an additional quenching mechanism, either passive or active.

In the case of passive circuits, the gating pulse is usually applied through AC coupling, often using a bias-tee, since in DC coupling the large ballast resistor, together with the detector’s parasitic capacitance, would form a low-pass filter that would significantly slow down the pulse edges. Using AC coupling, on the other hand, the pulse is applied through an high-pass filter, so the pulse edges would not be modified. The high-pass filtering, however, imposes a limitation on the maximum pulse duration, in order to keep the bias voltage from changing too much during the gating pulse. Moreover, the coupling capacitor cannot be too small. In that case, the actual voltage pulse would be reduced by capacitive voltage division between the coupling capacitor and the detector’s parasitic capacitance. It is therefore necessary to employ a discrete capacitor instead of an integrated one; also well known is the difficulty of integrating inductors. The repetition rate is also limited by the coupling capacitor recharge time constant. A basic schematic of SPAD gated operation using a bias-tee is shown in Fig. 17.

Other circuits have been reported to overcome this drawbacks, for example that reported in [60], where AC coupling is used in conjunction with diodes to limit the recharge time constant. Moreover, the avalanche current flows only through the coupling capacitor, so the overall avalanche charge is limited to that stored in the capacitor. Taking into account the capacitive voltage division, the coupling capacitor can be kept small, so the charge will be small as well. The capacitor may not be small enough, however, to allow easy integration.

A different approach is sinusoidal gating, as reported in [61]. Here, the bias voltage is changed using a high-frequency sinusoidal voltage, with peaks coincident with the estimated photon arrival. This way, the gate-on times can be kept very short, in the nanosecond range, and the gating signal can be easily filtered without degrading the avalanche pulses.

If the gate-on time is very long, much longer than the quench and recharge time, passive quenching can still be employed, but it would present the same drawbacks as passive quenching circuits in free running mode.

With regard to active and mixed quenching circuits, they are easily adaptable to accommodate gating operation. The gating signal can be used to drive the quenching switch, for example by simply connecting the active quenching command and the gate command to the inputs of an OR gate, and driving the switch with its output. Moreover, there are no limitations on gate-on or gate-off duration, nor on repetition rate, except for very short times, shorter than the minimum duration required to swing the voltages to the desired values. For an example of gated operation of a mixed active-passive quenching circuit, see [62] or [63]. In this example the quenching circuit is external, since it is fabricated in a standard CMOS process and is used in conjunction with an InGaAs detector, but similar techniques can be easily employed for a mixed quenching circuit integrated with the detector.

VII. CONCLUSION

In this paper different kinds of quenching circuits have been examined, with particular attention to the advantages of direct integration with the SPAD detector. The main advantages are related to the much reduced parasitic capacitance, which leads to reduced avalanche charge, reduced quenching time and reduced afterpulsing. Attention must be paid to the area occupation: with some of the quenching circuits examined this would prevent the integration of large or closely packed detector arrays.
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